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What happens if you give GPT a rubric?
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Key 
Questions



What happens if we give GPT a rubric and ask it to evaluate 
something?

Will it work?

Can it show its working?

Will its ratings be consistent with the evidence?

How will it compare to other evaluators?

Key questions
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Identify suitable datasets and rubrics

Identify suitable LLM and interface

Prompt development

Application of rubric

Comparison with human rater

Method



This could all go wrong at any step

Method



Openly available

Substantial information content

Meaningfully comparable 

Meaningfully aggregable

Method

Identifying datasets



LiveCareer.com
•Resumes in text form

Poznan University of 
Technology
•Recipe dataset for AI training

AES 2023
•Presentation Abstracts

Method

Identifying datasets



Method

Identifying rubrics

Dimension/Dataset Resumes Recipes AES 2023

1 – Low complexity Qualifications Ingredients (number) Citations in abstract

2 – Medium 
complexity

Experience Recipe steps Relation of title to 
abstract

3 – High complexity Grammar and 
spelling

Technical difficulty of 
recipe

Readability of 
abstract



Method

ChatGPT can also design rubrics



Method

Identifying LLM



Role Instruction Output 
format

Method

Prompt development



Method

Use GPT for prompt development!



Method

Applying the LLM
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Findings

Did it work?



1 2 3 4 5 6 7 8 9 10

Abstract Citations

Relation

Readability

Recipe Ingredients

Steps

Difficulty

Resume Qualifications

Experience

Grammar

Med Low Low Low Low Low Low Low Low Low

High Med High Med High High Med High Med Med

High High High High High High High High High High

Med High Med High Low Low High Med High Low

Low Med Med Med Low Low Med Med Med Low

Low Med Med Med Low Low Med Med Med Low

High High High High High High High High High Med

High Med High High High High High High High Med

Low Med High Med Med Med High High High High

Findings

Did it work?



Findings

Can it show its working?



Findings

Will its ratings be consistent with the evidence?



Findings

How does it compare to other evaluators?

Rubric Dimension Match rate Krippendorff’s Alpha
Resumes Qualifications 0.3 -0.19

Experience 0.7 0.37
Grammar 0.7 0.44

Recipes Ingredients 0.7 0.53
Steps 0.7 0.42
Difficulty 0.6 0.20

Abstracts Citations 0.8 -0.06
Relation 0.3 -0.11
Readability 0.3 -0.46



Factors impacting matching metrics

Specificity of rubric

Breadth of data

GPT Hallucination

Findings

How does it compare to other evaluators?
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Dimension 
identification

Scale point 
development

Rubric testing 
(supervised) 

Fast findings

Implications and next steps

How can we apply this?



An interview with ChatGPT

Implications and next steps

Does a chatbot have values?



Does a chatbot have values?

An interview with ChatGPT



Does a chatbot have values?

An interview with ChatGPT



Does a chatbot have values?

An interview with ChatGPT



Expanded and mixed-
method data sets

• Composite synthesis 
across multiple data 
sources

• Testing of internal 
consistency

• Integration of 
unstructured and 
structured data

Low footprint LLMs

• Smaller models that 
can run offline

• Able to work with 
sensitive data 
securely

• Potential for tuning 
models to specific 
domain contexts

Solution deployment 
and integration

• Development of a 
tuned chatbot for 
evaluation support 
activities

• Ongoing QA, 
monitoring and 
improvement

Implications and next steps

Next steps



Concluding remarks





But wait… five years ago



What a project logic contains
1.1Secret 

bonus 
content

Revisiting AES 2018



My enduring memory of Launceston is that they put vintage cheddar cheese on pizza there which should be a crime.

AES 2018



There are still far too many double-barrelled paper titles and this makes my cats angry. Probably. They’re angry about a lot.

New data, new results

Metric This paper All my AES 
2023 
papers

AES (2014-
2018)

AES 2023

n 1 2 557 111

Title length
(characters)

31 51.5 96.9 85.5

Title length
(words)

5 7 13.2 12.2

Average word 
length 
(characters)

6.2 7.1 6.4 7.0

Questions 0% 0% 11% 12%

Double-
barrelled

0% 0% 66% 67%



In five years we 
have gone from 
natural language 

analysis to 
natural language 

inquiry

As a result, we’ve 
expanded our 

toolbox

My point is this: 
How will we be 

doing evaluation 
in five years?

I swear there’s a reason for rehashing an old presentation beyond the comedy factor and obscure theatre jokes.

Your point being?



Thanks!


